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Introduction

 Fine-tuning strategy typically relies on backpropagation, which requires transparent
“white-box’ access to the model weights.

* Increasing number of VLMs [1, 7, 8, 28, 29] are not releasing their weights due to
privacy and legal concerns [30, 31].

« We propose employing chat-based LLMs as black-box optimizers to search for the
best text prompt.

« We begin with random prompts, assess their one-shot training accuracy, and then
iteratively ask ChatGPT to refine them based on the best and worst outcomes.
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Introduction

Dataset
Hi, ChatGPT! | could use your help in prompting for image classification using CLIP. I'll begin
by sharing one set of top-performing prompts and another set that doesn't perform as well. R a m
After reviewing them, could you suggest a better prompt based on the patterns you spot? Cat Dog Pig

The prompts that work well are:

- "A high-quality image of a {}"

- "A high resolution image of a single {}"

- "An image of a {} surrounded by a background"”

The prompts that don't work well are: Black-box
- "{} in leather jackets and masks are staring at something.”
- "The crescent moon is on the {} of a novel."

- "A painting of soldiers marching in (}."

Score
Function

Certainly. How about ‘A high-quality image of a {} surrounded by a plain background'?

: : . * Feedback
Great! This template outperforms all previous prompts with an
accuracy of 86.69%. Could you suggest an even better prompt?

Thank you! You can try “A high resolution image of a single {} on a plain background'.
Positive

Unfortunately, this prompt doesn’t perform as well as the previous ones. 8

Could you give it another shot? Negative

Sure. How about 'A high quality image of a singular, isolated {}, on a neutral background'? ChatGPT Output

Prompt Feedback
Great! This template outperforms all previous prompts with an B
accuracy of 88.32%. Could you suggest an even better prompt?



Introduction

« We find that LLMs discern between good and bad prompts and utilize the implicit
“gradient” 1n language for more efficient searches.

Contributions:

- We introduce a novel method for black-box prompt engineering of VLMSs, utilizing
an LLM as an optimizer.

- We extensively explore various strategies for conversing with ChatGPT,
uncovering several key factors that significantly enhance the efficiency of this tool.

- Our natural language prompts are interpretable and transfer better across CLIP
architectures than previous white-box methods.
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Black-box optimization of foundation models
white-box methods:

- continuous prefix-tuning [61, 62, 63, 64, 65]

- discrete token-searching [66]

black-box methods:

- heuristic-based editing [67, 68]

- continuous prefix-tuning with genetic algorithms [69, 70, 71, 72]
- discrete token searching with reinforcement learning [73, 74]

[68] Swaroop Mishra, Daniel Khashabi, Chitta Baral, Yejin Choi, and Hannaneh Hajishirzi. Reframing instructional prompts to gptk’s language. arXiv preprint arXiv:2109.07830, 2021.

[69] Tianxiang Sun, Yunfan Shao, Hong Qian, Xuanjing Huang, and Xipeng Qiu. Black-box tuning for language-model-as-a-service. In International Conference on Machine Learning, pages 20841-20855. PMLR, 2022.

[70] Hanwei Xu, Yujun Chen, Yulun Du, Nan Shao, Yanggang Wang, Haiyu Li, and Zhilin Yang. Gps: Genetic prompt search for efficient few-shot learning. arXiv preprint arXiv:2210.17041, 2022.

[71] Yekun Chai, Shuohuan Wang, Yu Sun, Hao Tian, Hua Wu, and Haifeng Wang. Clip-tuning: Towards derivative-free prompt learning with a mixture of rewards. arXiv preprint arXiv:2210.12050, 2022.

[72] Tianxiang Sun, Zhengfu He, Hong Qian, Yunhua Zhou, Xuan-Jing Huang, and Xipeng Qiu. Bbtv2: Towards a gradient-free future with large language models. In Proceedings of the 2022 Conference on Empirical Methods in Natural
Language Processing, pages 3916-3930, 2022.

[73] Mingkai Deng, Jianyu Wang, Cheng-Ping Hsieh, Yihan Wang, Han Guo, Tianmin Shu, Meng Song, Eric P. Xing, and Zhiting Hu. Rlprompt: Optimizing discrete text prompts with reinforcement learning. arXiv preprint
arXiv:2205.12548, 2022.

[74] Shizhe Diao, Xuechun Li, Yong Lin, Zhichao Huang, and Tong Zhang. Black-box prompt learning for pre-trained language models. arXiv preprint arXiv:2201.08531, 2022.



Related Work

LLMs for prompt optimization

DCLIP [5]

- uses GPT3 to produce rich visual descriptions to improve zero-shot classification
with CLIP [4].

APE [36]

- uses an LLM to optimize prompts for another LLM through instruction induction
[78] and iterative Monte Carlo search, which involves paraphrasing the current

prompt.

[4] Alec Radford, Jong Wook Kim, Chris Hallacy, Aditya Ramesh, Gabriel Goh, Sandhini Agarwal, Girish Sastry, Amanda Askell, Pamela Mishkin, Jack Clark, et al.
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Related Work

Few-shot adaptation of VLMSs

CoOp [3, 19, 24, 83, 84, 85]
- finetune an ensemble of continuous prefix tokens using cross-entropy loss.

[3] Kaiyang Zhou, Jingkang Yang, Chen Change Loy, and Ziwei Liu. Learning to prompt for vision-language models. International Journal of Computer Vision, 130(9):2337-2348, 2022.
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Method

General prompt engineering framework

Algorithm 1 General prompt engineering framework. This algorithm shows how humans perform
prompt engineering, which motivates our method of prompt engineering using chat-based LLMs.

Require: D, = {z,y},: training samples, F' : D x T — R: black-box score function

1: Create an initial prompt set: U <+ {p1 }

2: Evaluate the initial prompt on training set: .S <— { F'(D\xin, 1) }

3: while not converged do

4 Generate a new prompt p’ based on S

5: Evaluate the score of the new prompt on few-shot samples: s" = F'(Dyzin, p’)
6: U—UU{p'}

7 S+ Su{s'}

8: end while

9: return prompt with highest score p* +— arg max,cyy F'( Dyin, P)




Method

everaging LLMs as prompt engineers (prior art)

Algorithm 1 Automatic Prompt Engineer (APE)

Require: Dyin +— {(Q, A) }: training examples, f : p x D — R: score function

I: Use LLM to sample instruction proposals I <— {p1,..., om }. (See Section 3.1)

2: while not converged do

3 Choose a random training subset Dyuin C Divgin.

4:  forall pini{ do ~

3: Evaluate score on the subset s < f( 9, Diuin ) (See Section 3.2 )

6:  end for

7 Filter the top k% of instructions with high scores U C U using {81, ..., Sm }

8 Update instructions I{ <— Uy or use LLM to resample I{ < resample(l4;. ) (See Section 3.3)

9: end while
Return instruction with the highest score p™ +— arg max,cy, f(p2. Dirain)

[36] Yongchao Zhou, Andrei loan Muresanu, Ziwen Han, Keiran Paster, Silviu Pitis, Harris Chan, and Jimmy Ba. Large language models are human-level prompt engineers. arXiv preprint arXiv:2211.01910, 2022.
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Method

Conversational prompting with chat-based LLMs (our approach)

Require: D, = {x,y},: training samples, ' : D x T' — R: black-box score function.
Require: 7 eg.: number of initial sampled prompt sets, nesei: numMber of resets for a prompt set,
Nier- NUMber of hill-climbing iterations, m: size of one initial prompt set, k: number of prompt

samples send to ChatGPT.

1: p* + 0

2: for 1::7esarr dO

3: Sample a new prompt set from a text corpus, Uinit < {P1s e P }

4: for 1::1,. do

5: Reset to initial prompt set: U < Ui,

6: for 1::ny,, do

7 Sort U based on their scores on training samples using {F (Dirain, P) }FEU
8: Uiop < top-k prompts in I

0; Unor +— bottom-k prompts in U
10: Generate a new prompt based on top and bottom-k prompts pyey, <= LLM (Uiop, Upor)
11: U U U {Pnew}
12: end for
13: Update best prompt: p* < arg max,cyu{p*} F'(Dirain, P)
14: end for
15: end for

16: return prompt with highest score p*
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[llustrative Task: Few-Shot Image Classification

Experimental setup
- We apply our method to the few-shot image classification benchmark from CoOp
[3]

- Covered 11 datasets, including notable ones like ImageNet [13]
- Followed the three-fold k-shot training approach from [23]

- Utilize CLIP and ChatGPT(GPT3.5) for black-box VLM and conversational
prompting

[3] Kaiyang Zhou, Jingkang Yang, Chen Change Loy, and Ziwei Liu. Learning to prompt for vision-language models. International Journal of Computer Vision, 130(9):2337-2348, 2022.
[13] Jia Deng, Wei Dong, Richard Socher, Li-Jia Li, Kai Li, and Li Fei-Fei. Imagenet: A large-scale hierarchical image database. In 2009 IEEE conference on computer vision and pattern recognition, pages 248-255.

leee, 2009.
[23] zhigiu Lin, Samuel Yu, Zhiyi Kuang, Deepak Pathak, and Deva Ramana. Multimodality helps unimodality: Cross-modal few-shot learning with multimodal models. arXiv preprint arXiv:2301.06267, 2023.



[25] Christoph Schuhmann, Richard Vencu, Romain Beaumont, Robert Kaczmarczyk, Clayton Mullis, Aarush Katta, Theo
Coombes, Jenia Jitsev, and Aran Komatsuzaki. Laion-400m: Open dataset of clip-filtered 400 million image-text pairs. arXiv
preprint arXiv:2111.02114, 2021.

u
[89] Matthew Honnibal and Ines Montani. spacy 2: Natural language understanding with bloom embeddings, convolutional
u S ra I Ve aS neural networks and incremental parsing. To appear, 7(1):411-420, 2017.
[3] Kaiyang Zhou, Jingkang Yang, Chen Change Loy, and Ziwei Liu. Learning to prompt for vision-language models.
International Journal of Computer Vision, 130(9):2337-2348, 2022.
[23] Zhigiu Lin, Samuel Yu, Zhiyi Kuang, Deepak Pathak, and Deva Ramana. Multimodality helps unimodality: Cross-modal

few-shot learning with multimodal models. arXiv preprint arXiv:2301.06267, 2023.

Implementation details

- Sampled 1M captions from LAION-COCO [25]

- Extracted noun phrases using spaCy part-of speech tagging [89]

- Replaced one noun phrase with “{}” to create template

- Initial prompt pool: ~2M templates (2 noun phrases on average per cation)
- Algorithm parameters: 20 restarts, 50 resets, 10 iterations

- Sampled 80 prompts per restart.

- Presented top and bottom 15 prompts to ChatGPT

- Used CLIP-RN50 for experiments as per prior work [3, 23]



[3] Kaiyang Zhou, Jingkang Yang, Chen Change Loy, and Ziwei Liu. Learning to prompt for vision-language models. International
Journal of Computer Vision, 130(9):2337-2348, 2022.

[5] Sachit Menon and Carl Vondrick. Visual classification via description from large language models. arXiv preprint
arXiv:2210.07183, 2022.

u
[23] Zhigiu Lin, Samuel Yu, Zhiyi Kuang, Deepak Pathak, and Deva Ramana. Multimodality helps unimodality: Cross-modal few-
u S ra I Ve aS shot learning with multimodal models. arXiv preprint arXiv:2301.06267, 2023.
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Hannaneh Hajishirzi, Ali Farhadi, Hongseok Namkoong, and Ludwig Schmidt. Robust fine-tuning of zero-shot models. arXiv

preprint arXiv:2109.01903, 2021. https://arxiv.org/ abs/2109.01903.

Previous white-box baselines:
CoOp [3], WISE-FT [37], Cross-Modal Adaptation [23], DCLIP [5]

Other black-box baselines:

- Including the vanilla class-agnostic templates “{classname}” and “a photo of a
{classname}”

- Best Hand-Engineered templates released by OpenAl, eg., “a centered satellite
photo of {classname}.” for EUroSAT [17]

- Iterative APE [36], we use 30 positive prompts for our APE implementation.

[17] Patrick Helber, Benjamin Bischke, Andreas Dengel, and Damian Borth. Eurosat: A novel dataset and deep learning benchmark for land use and land cover classification, 2017.
[36] Yongchao Zhou, Andrei loan Muresanu, Ziwen Han, Keiran Paster, Silviu Pitis, Harris Chan, and Jimmy Ba. Large language models are human-level prompt engineers. arXiv preprint arXiv:2211.01910, 2022.



[llustrative Task

Dataset
Method BB Avg
Caltech ImageNet Aircraft Food Pets Cars SUN UCF DTD EuroSAT Flowers

Cross-Modal [23] X ay. ] 061.6 20.6 7.1 857 590 634 o645 49.9 0l.5 76.3 64./
Wise-FT [37] X 85.5 58.3 18.6 71.9 8] 53 56.6 594 442 52.3 65.8 59.1
CoOp [3] X 87.5 57.2 0.6 743 859 556 603 619 444 50.6 08.1 59.6

DCLIP [5] X 39.€ 6.4 &l - 41.7 34.7
{} v 78.5 535.3 15.5 740 789 522 534 555 414 32.1 57.3 54.0
a photo of a {} v 84.5 5379 15.9 74.0 832 539 580 569 388 28.6 60.2 55.6
Hand-Engineered [4] | 86.3 58.2 17.3 77.3 858 556 585 6L5 423 37.6 66.1 58.8
LAIONCOCO-1M v 81.4 56.2 17.4 76,5 79.6 513 549 558 431 38.6 61.3 56.0
APE v 89.0 39.4 179 77.8 857 5579 604 587 436 46.7 66.6 60.1
Our Method v 89.1 39.6 18.1 783 881 562 610 602 448 49.0 67.2 61.1
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[llustrative Task

Average of all 11 datasets Imagenet
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Figure 2: Conversational feedback incorporating both positive and negative prompts leads to
improved efficiency. We ablate different configurations of using ChatGPT as black-box optimizer
using conversational feedback. In particular, “P+N"" denotes the use of both top-k and bottom-k
prompts when conversing with ChatGPT, and “Iterative” denotes replacing the positive and negative
prompts with the most recent candidates generated by ChatGPT at every iteration. For this ablation,
we fix the number of restarts to 20 and iterations to 10, and ablate the test accuracy of different
numbers of resets on all 11 datasets (left) and ImageNet (right). We observe that our approach

(P+N Iterative) can optimize faster within a much fewer number of resets, resulting in the highest
performance.
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Additional Analysis

Balancing exploration and exploitation can improve the final performance
- fixed budget: 500 API calls per restart

Exploration (Reset) vs. Exploitation (lteration)
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60.0 1

u;.:j}

22 59.51

Ln
o
o=

Test Accuracy
Ln
w
Ln

----- Human Engineered |
*-- Accuracy
Standard Deviation

28.01

57.5

510 20 50 100 250
Number of Resets



Additional Analysis

Dataset Example of Top Templates

Caltech [14] An image of a {} with a blurred background that emphasizes the subject
DTD [90] The essential elements of {} are amplified with visual simplicity

EuroSAT [17] A top-down view of {} arranged in a pattern {}

Aircraft [88] A clear, high-quality image of a single {} with a white background
Food [15] A {} featuring diverse cuisine and ingredients

ImageNet [13] An image of a {} with bright and natural lighting

Flowers [16] A clear and vivid photograph of the {} in its natural setting
Pets [91] A {} with distinct and recognizable characteristics
Cars [18] A {} featuring a wide range of color options for easy selection
SUN [92] A high-resolution photo of a {} with clear background and natural lighting
UCEF [93] A black and white photo of a {} in motion

Table 2: Example templates returned by our algorithm on each dataset. Although we do not
provide ChatGPT with any information regarding the targeted dataset, we observe that the resulting
templates are remarkably similar to human-engineered templates, with many domain-specific details
such as “motion™ and “cuisine”, and stylistic elements such as “bright and natural lighting™.

18



Additional Analysis

Method RN50 | -RN101 —ViT-B/32 —VIiT-B/16
a photo of a {} | 579 60.6 61.9 66.6
CoOp 63.0 20.6 31.7 39.5
Ours 59.9 60.7 62.2 67.0

Table 3: Black-box transferring prompts from ResNet-50 to other CLIP
architectures on 16-shot ImageNet



Conclusion

* We introduce a method using LLMSs to engineer prompts for black-box VLMs.
 Our approach integrates a conversational feedback loop with chat-based LLMs.

* In one-shot image classification, we outperform many black-box techniques and
compete with white-box methods.

« Our method produces prompts that are more universally applicable across
different black-box VLMs.
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